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Abstract

Data mining is used to extract hidden knowledgenftbe large data repositories. This knowledge iy essential and useful
for solving the complicated problems and tacklesdlfficult situations in a simple way. In manyaimstances, the knowledge
extracted from data mining can be misused for ¢ purposes. This condition raises the concefrgerforming the data
mining tasks in a secured manner. Privacy presgréata mining is a novel research area in the fiéldata mining and it
mainly concentrates on the side effects which arerated during the data mining process. To perétata mining tasks, most
of the times, the data may be shared among peophafious reasons. To maintain data privacy, fisthave to modify the
original confidential data and then the modifiedadaay be shared by others. In the literature, npaotection techniques are
proposed for modifying the confidential data itedmsthis research work, we have proposed two nehrigues namely Bit++
and Bit-- for protecting the confidential numeritridute. The performances of the proposed teclasicare compared with the

existing techniques additive noise and micro agafieg.
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1. Introduction

Privacy preserving data mining is very importantptrform

the data mining tasks in a safe way because thalkdge

extracted from data mining can be mishandled antkeites a
privacy issue. To handle this problem in an effectivay

many techniques and algorithms have been propdéest. of

these techniques apply some form of alteratiorhefdata in
order to execute the privacy preservation. The roaijective

of privacy preserving data mining
confidential data by using new techniques and #lyos so
that the confidential data and knowledge contintedbe

confidential even after the mining process alsd.[Ihe need
for preserving the confidential data from revelatias played
an important role in recent years. Various busireesgerns,
government offices, commercial organizations, stiagl

offices, health sectors, science and technology,aeé always
been concentrated in this problem because thepseland
share significant data. The speedy increases in

organization’s ability to gather, observe, accunmiland
distribute data, there has also been a growingtns for

organizations to give protection to the confiddntiata from
inappropriate disclosure.

The massive development of progression in the iméion

technology field allowed the organizations like ses
agencies, hospitals and other industries to coldect record
the huge quantity of individual data which alsodsokome
confidential data items like salary, health issuedc.

Moreover, these data items are also handled bysedearchers
for various data analysis purposes which also preduthreat
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to the individual's privacy. Usually, anonymizatiaran be
used for solving this type of problems. Anonymiaatiis
nothing but modifying the confidential data befonakes it as
public. The anonymization process can be taken wery
vigilant manner, so that the published data noy pnévents a
rival from getting confidential information, butsal remains
useful for analyzing data [3].

is to modify thdn order to protect the confidential data items, ngna

techniques, methods and algorithms are used inagyiv
preserving data mining. Some of the important netea
problems in the literature of privacy preservingadeining
are statistical disclosure control; k-Anonymity equ auditing,
cryptographic techniques and association rule gidin this
research work, we have proposed two techniques Igame
bit++ and bit-- for protecting the confidential nerical data
items. Some of the existing techniques used foteptimg

ttenfidential numerical data items are additive episunding,

perturbation and micro aggregation.

The rest of this paper is organized as followsSéetion 2, we
present an overview of the related works. In SecBowe
discuss about the problem definition and the pregos
solution. In Section 4 the proposed protection négples
bit++ and bit—are discussed. Section 5 gives the
experimental results and the performance analy§ighe
proposed techniques with the existing techniquesictisions
are given in Section 6.
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2. Related Works

The bigger power and interconnectivity of compuggstems
available today give the facility of accumulatingdadealing
out huge quantities of data, resulting in networkddrmation

algorithms were developed with different charastéss,
adding white noise to the data was the simplest dfwre
complicated methods use composite transformatidnthe
data and more difficult error-matrices to improwe tresults.
The paper provides an impression of different atiyors and

accessible from anywhere at any time. The inforometi giscysses their properties.

sharing and broadcasting procedure is obviouslgfahrin
reality, there is a necessity to expose various dams to
public. At the same time, data protection is vesgemtial for

many reasons and the confidential data should et fy

disclosed. Consider an example, in private busicesserns
and organizations using and sharing the businetss (dales,
marketing, products, etc.). The confidential bustnelata
should be protected, for example, customer idestitplans,
future products and new marketing strategies. Tikwical
data may be released by the government officesagedcies
require a modification process to modify the infatian
considered as confidential. Sharing and dissenoinatf
information can be taken place effectively onlytlie data

Cox L.H et al, [4] describes how the statisticatadenay be
rounded to integer values for statistical discleslimitation.
e principal issues in evaluating a disclosureitdition
method are whether the method is effective for tlimgi
disclosure and whether the effects of the methoddata
quality are acceptable or not. The authors examthedfirst
guestion in terms of the posterior probability digition of
original data, given rounded data and the second
computing expected increase in total mean squaoe and
expected difference between pre-rounding and pmasteing
distributions, as measured by a conditional chiasestatistic,
for four rounding methods.

by

owner has given some guarantee that whereas mdeasi

information, revelation of responsive informatios mot a
threat [5].

Statistical databases contain sensitive informatamout

individuals or companies. The objective is to pdevaccess to
statistics about groups of individuals, while resiing access
to the information about any particular individuakor

example, Census bureau’s, are responsible for ativite
information about all citizens and reporting thiformation in

a way that it does not expose an individual's prjvaThe

problem is that the statistics contains vestigetheforiginal

information. By correlating different statistics,céever user
may be able to infer confidential information abaame

individual. For example, by comparing the totalas&s of

two groups differing only by a single record, tteeucan infer
the salary of the individual, whose record is ire @roup but
not in the other. The intention of inference colstres to

guarantee that the statistics released by the asgato not
lead to the discovery of confidential data.

Every database D can be viewed as a file withecords,
where each record contains attributes on an individual
respondent [6]. The attributes are classified amntiflers,
quasi-identifiers, confidential attributes and remmfidential
attributes. Identifier attributes explicitlyidentify the
respondent. Examples are the passport number] seciarity
number, namesurname, etc. Quasi-identifiers ordteibutes
are attributes which identify the respondent witine degree

Anton Flossman et al, [1], proposed to combine $eparate
disclosure limitation techniques, blanking and &ddi of
independent noise, in order to protect the origiteia. The
proposed approach gives a decrease in the prdigabili
disclosing the individual information, and can kgpléed to
linear as well as nonlinear regression models. aators
explained how to combine the blanking method and th
measurement error method, and how to estimate tuzinby
the combination of the Simulation-Extrapolation NiEEX)
approach and the Inverse Probability Weighting (JPW
approach.

Krish Muralidharan et al, [10], discussed aboutrdnek based
proximity swap as a data masking mechanism foricoats
data. Recently, more complicated measures for mgski
continuous data that are based on the idea oflsiguthe data
have been proposed. Evaluation of the performaricthe
swapping and shuffling procedures is carried ouenehthe
shuffling procedures have been performed betten ttee
swapping.

Domingo Ferrer J et al, [7, 8 and 9], discussed ranic
aggregation technique in statistical disclosure trobdn
technique. Raw micro data, i.e., individual recomisdata
vectors are grouped into small aggregates priputdication.
Every aggregate should contain at lelastlata vectors to
prevent disclosure of individual information, whekeis a
constant value preset by the data protector. Todayrecise

of uncertainty. Examples are an address, gendee, agolynomial algorithms are available to perform ol micro
telephone number, etc. Confidential attributes a@iont aggregation i.e. with minimal variability loss. \aus

sensitive information on the respondent. Examptessalary,
religion, political affiliation, health conditioretc. and Non-
confidential attributes are attributes which do faditin any of
the categories above.

In [2], the author uses additive noise techniguepfotecting
confidential information in the database. Althougéveral

methods discussed in the literature are, rankindatd items
is partitioned into groups of fixed size. In the ltivariate
case, ranking is performed by projecting data wvsctmto a
single axis. The authors have characterized catedinjatimal
solutions to the multivariate and univariate mieggregation
problems. In the univariate case, two heuristicsebdaon
hierarchical clustering and genetic algorithms iateoduced
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which are data oriented in that they try to proteatural data
aggregates. In the multivariate case, fixed sized an
hierarchical clustering microaggregation algorithnase
presented which do not require data to be projeotdd a
single dimension; such methods clearly reduce bditialoss

as compared to conventional multivariate microagatien on
projected data.

3. Proposed Algorithm

The main goal of this research work is to proteloe t

| Database |

!

Confidential
Musmeric Data
Items

!

| Liodification |

l

!

l

confidential numeric data items in the databas@pSse, if Proposed Techniques Existing Technigues
the data owner wishes to share (or) outsourcediss td some

third party to perform the data mining tasks. Bet ik not | Biit++ | | A dditive Noise |
interested to provide the original database as, ibécause it

contains the confidential data items. So he dectdesiodify | Bt | Ilicro

the confidential data items by using some proted@ezhnique A ggregation
and given to the third party. We have to ensurd tha

modification process will not affect the data muopinesults
which can be produced using the original databasethe
modified database also provide the same resutieasriginal
database.

|

!

| Performance Analysis

Fig. 1 System Architecture

Table 1: Employee Database

3.1 Proposed Solution

_ _ _ _ _ I\El;nrr?e Qualification | Designation I innc%rge
In this research work, first the confidential datems are ] Software
selected from the original database (D). Then theidential Raja MCA Engg 65982
data items are modified by the proposed protedtchniques _ Syste'm
bit ++ and bit-- and the existing techniques addithoise and Priya M.Tech Analyst 75675
micro aggregation. This modified database (D") lbargiven Rama BE Programmer 56030
to the organizations and data mining researchens. data Arun B Sc Assistant 96517
mining techniques, for example clustering, clasation, and Ragul B. Com Accountant 9954
association rule are applied to D" it should pradtlee same . Software
result as we get through D. In this research wank, have Ramya | MCA E 86791
analyzed the k-means clustering performance of B Rh n9g.
The system architecture of the proposed work isesgmted Abhi M.Tech Eoftware 96786
in figure 1. ngg.
Babu | M.E Sysien 54359
i. Identify the confidential data items Shankarl BSc Zigi?[ant 680
. . . . b0l
! Modification . Sita B.Com Accountant 87683
a. Proposed Techniques
b.  Bit++ 3.2 Additive Noise
c. Bit—

d. Existing Techniques

Additive noise is one of the existing protectionhrique used
for modifying the numerical data items. The maimaept of
this technique is that a noise is added to pertihb
confidential data items of the original databadee @ata items
of the confidential numeric attribute are modifieg adding

. ] oL noise value to the original data item or subtrartinise value
Cop3|der an gxample, an employee dgtabase IS aivable 1 from the original data item. The algorithm for addi noise
which consists of three categorical attributes ”ymetechnique is presented below

employee name, qualification, and designation amg o
numerical attribute as income. The numerical aiteincome
is considered to be the confidential attribute.

e. Additive Noise
iii. Micro Aggregation
iv. Performance Analysis

i. Consider a databagewhich consists of tuples, where
D={T1,T,,... To}

ii. Each tupleT in D consists of set of attributes
T={ALA,...A}, where A, JT, TD and j=1,2....p
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iii. Identify the confidential numeric attributeAr

iv. Calculate the mean valug) of the data item€Ag

idi

n
/I n represents number of data items
v. Initialize countgre=0 and countmin=0
/ find the data items which are greater tbaaqual to
mean
vi. If (dj >= mean) then {
// form a group which contains the data itewisich are
greater than mean value
6.1 Store, éhto groupl
6.2 countgre=countgre+1 }
/I find the data items which are less thanmimesdue
vii. else {
/l form a group which contains the data itevhéch are
less than mean value
7.1 Store, éhto group?2
7.2 countmin=countmin+1 }

X =

viii. Calculate the value of oise1=(2€ )/countgre
ix. Calculate the value of

noise2 = (2%X )/countmin
X. I subtract the noisel value from the data itefrthie group
1
10.1 {fori=1to n)
10.2  d;=d;- noisel}
xi. // add the noise2 value to the data items efgioup
11.1 {for i=1 to n)
11.2 d=d; + noise2}
xii. Verify the mean value dD’ which is same ab
xiii Verify the sum of noisel and noise2 which is 0
xiv. Repeat the same process for all the sensitivéutes
xv. Get the new modified data 42t
Xvi. Stop

3.3 Microaggregation

Microaggregation technique is also a protectionhiégue
used for modifying the data items of the confidainittribute
of the original database. In this technique, thst fstep is to
group the confidential data items into several telss
according to some conditions. In this work, Eudidelistance
measure is used for finding the similarity betwdba data
items and then the data items are clustered. Txiestep is to
calculate the average value for the sensitive i@tas which
are found in every cluster. In the third step, tedification is
made by replacing the confidential data items fouméach
cluster with its average value of the cluster. Thidue is

considered as modified value of confidential datans. The
same process is repeated for all the clusters.

i. Consider a databagewhich consists of tuples,
whereD={T 1, T,,...T;}.
ii. Each tupleT in D consists of set of attributes
T={ALA,...A}, whereA T, T D andj=1,2..p
iii. ldentify the sensitive numeric attribute @Sk
iv. // Partition the sensitive data items using lilean
distance
a. Apply the clustering condition to partition thensitive
data itemsl, into C; clusters where= 1,2...nand
ji=1.2,...k
b. The data items in the cluster are similar tcheztber.
c. Find out the number of data items n in evengiErC;
v. // Mean calculation for all the clusters

r]d

5.1 Calculate thg value d Cj X =
n

vi. // Modification

6.1 Mean valueX for each cluster is used to replace the
values of the data items of the sensitiudbaite for
every cluster.

6.2 Repeat the same process for all the clusters.

vii. Repeat the same process for all the sengititrébutes
viii. Get the modified data sé&t
X. End process

3.4 Bit++ Technique

Bit++ technique is a new technique proposed for
modifying the confidential numeric data items oé tmicro
data. The first step of this technique is to rethie MSB of
the sensitive data item. This technique verifiegtlbr the bit
positionsMSB-1, MSB-2,...LSBf data item is equal 1 and
modifies that bit position t@. The remaining bits of the data
item are modified by incrementing one with thatidigThe
same process is repeated for all the data items.

i. Consider a databas® which consists ofT tuples.
D={T,T,... T}

ii. Each tuple T in D consists of set of attributes
T={A1Ao,...A} whereA [JT, T D andj=1,2..p

iii. Identify the sensitive numeric attributeShs

iv. For everyd,, calculate the length and assign iLas

v. In the sensitive data itemmtain the value of MSB as
it is

vi. For (k=1 to L-1)

vii. Check (if the value of (MSB-k) = 9) then
a replace the value of (MSB-k) as 0

viii. else replace the value of (MSB-K) is incremed
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by 1
ix. Get the new sensitive data for the current isigrdata
X. Repeat the steps 3 to 8 for all the data items
xi. Get the modified data sBX
xii. End process

3.5 Bit - - Technique

Another protection technique used for modifying seasitive
data items is Bit-- technique. This technique imsas Bit++
technique, but with one difference. In Bit++ teajue, the
digits are incremented by one but in Bit-- techeidue digits
are decremented by one. In Bit-- technique M®B of the

sensitive data item is not modified and it is nedgi as it is but
the remaining bits of the sensitive data item acalifred by

decrementing one from the digit. Before performin

modification, this technique verifies whether thé¢SB-1,

4. Performance Analysis

The performance factors used for measuring theieffty of
the existing and the proposed protection technigass
statistical accuracy, privacy protection and cliste
accuracy. The proposed and the existing prote¢dionniques
are implemented using Visual Basic and MATLAB. The
synthetic employee-income dataset is created wiK 2
records. This data set consists of 15 attributestoth 5 are
numerical and 10 are categorical. From these, thueeerical
attributes namely salary, income tax and weeks @ik a
year are considered as confidential attributesfei@ht sizes
of data set with 3K, 5K, 10K, 15K and 20K instanees used
for implementing the proposed and the existing gutidn
techniques.

E:Ilhe experiment was conducted in Intel Core 13 pgsoewith

MSB-2,..., LSBs equal tc. If any of these bit position value@ CPU clock rate of 2.4 GHz, 500 GB Hard Disk anG@

is 0 then this value is modified & and other bit position

values are decremented by one. The same processeiated
for all the data items.

i. Consider a databagewhich consists of tuples.
D:{Tl,Tz,...Tn}.

ii. Each tupleT in D consists of set of attributes
T={ALA...A} whereA JT, T /D andj=1,2..p

iii. Identify the sensitive numeric attribute S

iv. For everyd;, calculate the length and assign it Las

v. In the sensitive data, retain the value of M&Ht is

vi. For (k=1 to L-1)

vii. Check (if the value of (MSB-k) = 0) then

replace the value of (MSB-k) as 9

viii. else replace the value of (MSB-K) is decreteeh
by 1

ix. Get the new sensitive data for the current itiegrs
data item

X. Repeat the steps 3 to 8 for all the data items

xi. Get the modified data sBX

xii. End process

The following table shows how the confidential détam
income is modified by applying the proposed andetisting
protection techniques.

Table 2. D and D’

Original Modified Database (D*)

Database (D) Proposed Techniques Existing Techniques
Bit++ Bit-- AN MA

65982 66093 64871 50260 58790
75675 76786 74564 59953 86417
56030 57141 55929 40308 58790
9657 9768 9546 33240 36024
9954 9065 9843 33537 36024
86791 87802 85680 71069 86417
96786 97897 95675 81064 86417
54359 55460 53248 38637 58790
7650 7761 7549 31233 36024

RAM running windows operating system. The average
percentages of these three confidential attribatesgiven in
the following performance factors.

To find the statistical accuracy, the mean valughef data
items of the confidential attribute(s) is considkr€irst, the
mean value is calculated for original database @ then the
mean value is calculated for the modified dataliisee. after
performing modification using the existing and fmposed
protection techniques. The mean values of D andai2
compared.

Statistical Accuracy
100.5

100

995 | ——AdditiveNoise
i —=—Nlicroaggregation

29
Bit++

98.5 it

% of Statistical Accuracy

3000 5000 100001500020000
Data Sels

Fig. 2. Statistical Accuracy

Figure 2 shows the statistical mean accuracy ofetlisting
and the proposed protection techniques. By analyzire
results, it is found that for all the data setg, #uditive noise
techniqgue has produced better results than the r othe
techniques.

The privacy protection accuracy ensures that ellddita items

in the confidential attributes of the original dadae (D) are
modified by the existing and the proposed masking
techniques. This performance factor is mainly usedinding

out whether the protection techniques have propeddified

the confidential data items or not. The originahfidential
data items are compared with tmeodified data items to
verify whether both have the same value. If bota tata
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items have different values, then privacy protetti® good.
Based on the results represented in figure 3 faduad that the
bit++ technique privacy protection ensures moreussxy
than the other techniques.

% of Privacy Protection

Privacy Protection

7~ j ; ——AdditiveNoise

=

100.5

100

99.5

929

=== N[icroaggregation
985

Bit++

o8 e Bt

3000 5000 10000 15000 20000

Data Sets

The popular
algorithm, is used for measuring the clustering usacy
performance. The k-means algorithm is applied tth lhbe

original

Fig. 3. Privacy Protection

K-means Clustering Accuracy

[l
[ {1
Il
[ 11
[ 11
|1
[

® AdditiveNoise ®Microaggregation EBit+— EBit--

Fig. 4. K-means Clustering Accuracy

5. Conclusion

Confidential data protection and knowledge extmactare
very complicated tasks in the data mining domaimhisT
research work has discussed about confidential riardata

protection. Two new protection techniques bit++ &ite- are

clustering algorithm, K-means clusggrin

database (D) as well as the modified dasab(D).

. : " has produced better
The data items in the clusters of D andalte verified. If both techniques.

proposed. The performances of the proposed tecksique
compared with the existing techniques additive ecésd
micro aggregation. By analyzing the experimentallts, we
come to know that the proposed bit++ protectiorhiégue
results compared with the other

In future, we would develop new pravect

D and D have the same number of data items in every elusigchniques for protecting the categorical attribute
then the clustering accuracy is very high.

K-means Clustering Algorithm
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